ProxiMix: Enhancing Fairness with Proximity Samples in Subgroups

Jingyu Hu*, Jun Hong”, Mengnan Du®, Weiru Liu*

arxiv.org/abs/ : . . . . . .
2410.01145 *University of Bristol "University of the West of England “New Jersey Institute of Technology
- o | | | N 2 Motivation & Methodology ~
TLDR: While linear Mixup (a data augmentation technique) helps
with bias 1n machine learning, 1t can still retain biases present in Proposed ProxiMix: consider both Mixup labels and proximity
dataset labels. This paper introduces ProxiMix, a new pre- samples labels, balancing the two with a certain degree d.
processing method that combines existing Mixup with proximity
1 1 1 1 Algorithm 1 ProxiMix Algorithm . .
Qelatlonshlps for fairer data augmentation. J B e s 77D Proximity samples: samples
procedure PROXIMIX(Sy, S1, Dirain, d) that are within the calculated
rocedure PROXIMITY-BASED-MIXED(So, S1, Dtrain) . .
- 1 Background & Problem Statement ™ P proxiset < 1] ” distance between two Mixup
Pgis = |Ixo — x1]| samples.
for each sample S;(zi, yi, z;) in Diy,in(Z = 1) do
What is bias? Here we refer to unfair treatment to a particular }}PA;E }‘;;Ll?s Y, : Proximity-aware
subgroup based on sensitive factors (e.g. gender, race, religion, etc.) e o Y,: Labels of Mixup samples
How bias arises? Many reasons, here we discuss insufficient data Sor = 50 U ProxiSer
Ysim = Label Counts(Y € NewSet)/size(NewSet)
from the under-represented group. mmmm % end procedure t t Degree d: Balance Yg;,, Y3
procedure Lassn-Basan M. 5 +d=0: Proximity labels only
Yy = A% g+ (1—A) %1y  d=1: Mixup labels only
d 111 i o ¥ end procedure . -
Bias mitigation: Generate more samples for data augmentation. Sdpr rTETTEE + d € (0,1): Both proximity
. . . . Return Y and Mixup labels
Mixup: Blending pairs of data to create new synthetic data. end procedure
Mixed X = A% X, +(1— D) *X, ;MixedY = A=V, + (1 — 1) *Y, Comparison between ProxiMix and Mixup ¢ -=os)
Group,: sample S, Group,: sample S; Samples after
/\ But... sometimes generated data can even deepen bias Mixup
Case 1
Samples Gender Captial Gain Occupation Age Income Labels of So, 51, \
: = and all proximity ProxiMix
M1 Male 8200 Officer 34 >H50K samples are same.
M2 Male 7800 Officer 35 >50K
F1 Female 8200 Officer 34  <=H50K Mixup
Case 2 ’
. Labels of So, S1 are
’ljoy. example: the female (FD and. two ma.le.s. (ML M2) have carme. but labels of ProxiMix
similar feature profiles, but F1 1s low-income (initial bias). proximity samples
are different
Mixup
When using Mixup to generate new samples from F1 and M1: Case 3
-If the ratio A favors F1: new low-income female samples. Labels o' 5o 5 ProxiMix
-If the ratio A favors M1: new high-income male samples.
Continued generation of such samples retain the initial bias, further The Intuitive Demo of ProxiMix oifferentd, 2 = 0.5)
reinforcing the model to associate high income with males and low R? 5 L
income with females. 0000 0000 0000 60000 ©
\Our Solution: change the way of assigning Mixed Y-labels / =0 4=02 4=05 4=08 1=1
{10000}=0.2 0.2*%0.5+0.8%0.2=0.26 0.5*%0.5+0.5%0.2=0.35 0.8%0.5+0.2*%0.2=0.44 0.5*%1+0.5%0=0.5
K Ysim 02%Y, +08% Yy =— 05%Y;+05*Ysy, =— 0.8%Y;+0.2x Y Y —»/

C;: 15 Sample from C1/C2/C3/C4; ©: ProxiMix; C;: 2" Sample form C1°/C3’
C1 (zy) C2(z,y) C3(zy) C4 (zy)

Dataset (AdUll/Cl'edll/LﬂW') Metrics Adult  female, low-income female, high-income male, low-income male, high-income

Train Ditrain Test Dtest _— epredict —» Law female, failed female, passed male, failed male, passed
- OE‘U’H] . Credit female, on-time female, overdue male, on-time male, overdue

‘ C1’(y) C1'(y) C3’(y) C3’(y)

Y Y Y Y

- : o, . Adult male grou male grou female grou female grou

OPI'OXIMIX—I- Irain Drrain™ — eTI'{:llI'l 7 Law male zrﬂug male groug female gmug female groug
Credit male group male group female group female group

The overall workflow. There are many parameters for ProxiMix, here we fixed: Generated size, Proximity size.
Discussed: Sample combinations (which pairs to mix) €C; (O C;, Balancing degree d (between Proximity-aware and Mixup)

Dataset Adult Income Law School

= - ProxiMix performs better on datasets where the initial bias is obvious
odel LogReg DT LogReg DT

d=05  FlScore  DP%  FlScore DP%  FiScore DP%  Fi1Score DP%  (Adult, Credit), which aligns with our expectations. As ProxiMix 1s
Baseline 0.7791 0.2892 0.7782 0.2847 0.6408 0.9856 0.6146 0.9935

CleoCl 0.7758 0.2439 0.7749 0.2792 0.6680 0.9261 0.6336 0.9831 speciﬁcally designed to address the iSSU,G where directly applying Mixup can

C26CT 0.7820 0.4730 0.7729 0.3698 0.6279 0.9948 0.6428 0.9925 « e, o . . . . . . .
3603 07705 02625 07721 02971 06696 09619 06300  oos3y  deepen the imitial bias. Using Mixup directly is sufficient 1f the data 1s

Ci0C3 0.7884 0.2889 0.7780 0.2988 0.6251 0.9840 0.6369 0.9921 SufﬁClently U.Ilblased/falr.

e Pt n Crt Dt €1 0.1 e Pt on Gt Dt 000 || R e nad e o || s cocon | - Tt hag trade-off between prediction performance

LT = | ///\/\ = and fairness performance with different d. Though
: c S T . .~ |some d improve fairness (relative error between

~ Jgroups), their absolute prediction performance

MLP  —e=or —e—tois e e MLP ~ —e—0m —e—foic R e ol MLP  —embMi —om ot -oormipR - v MLP  —embit o bt e mib o W lth in groups decreases ( fTPR, mTPR)

Summary We identified an intuitive research gap: using Mixup for data augmentation can

. . . . . . . ull Paper E.;:
potentially deepen biases. This paper presents a straightforward solution called ProxiMix, inv.ofg/fbs/#z o Ec AI AEQUII,&S’
. . : . . : 2410.01145 ot Fairness and = =
which uses proximity samples as references when assigning mixed labels. There 1s much room Dttyioh “ g L SIS
"l o " '

for future discussion on how different settings can benefit this gap, such as defining more A University or VAL IMECd N | |
tailored proximity samples and analyzing the influence of generated and proximity sizes. WL BRISTOL Ll New Jersey sttt ofTechnoloy
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