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TLDR: While linear Mixup (a data augmentation technique) helps 

with bias in machine learning, it can still retain biases present in 

dataset labels. This paper introduces ProxiMix, a new pre-

processing method that combines existing Mixup with proximity 

relationships for fairer data augmentation.

Mixed 𝑿 =  𝜆 ∗ 𝑋1 + 1 − 𝜆 ∗ 𝑋2 ; Mixed 𝒀 =  𝜆 ∗ 𝑌1 + 1 − 𝜆 ∗ 𝑌2

Mixup: Blending pairs of data to create new synthetic data.

What is bias? Here we refer to unfair treatment to a particular 

subgroup based on sensitive factors (e.g. gender, race, religion, etc.)

How bias arises? Many reasons, here we discuss insufficient data 

from the under-represented group.

Bias mitigation: Generate more samples for data augmentation.

But… sometimes generated data can even deepen bias

Toy example: the female (F1) and two males (M1, M2) have 

similar feature profiles, but F1 is low-income (initial bias).

When using Mixup to generate new samples from F1 and M1:

-If the ratio 𝝀 favors F1: new low-income female samples.

-If the ratio 𝝀 favors M1: new high-income male samples.

Continued generation of such samples retain the initial bias, further 

reinforcing the model to associate high income with males and low 

income with females.

Our Solution: change the way of assigning Mixed Y-labels

Samples Gender Captial Gain Occupation Age Income

M1 Male 8200 Officer 34 >50K

M2 Male 7800 Officer 35 >50K

F1 Female 8200 Officer 34 <=50K

The overall workflow. There are many parameters for ProxiMix, here we fixed: Generated size, Proximity size.

Discussed: Sample combinations (which pairs to mix) 𝑪𝒊 ⊙ 𝑪𝒋, Balancing degree d (between Proximity-aware and Mixup)

- ProxiMix performs better on datasets where the initial bias is obvious 

(Adult, Credit), which aligns with our expectations. As ProxiMix is 

specifically designed to address the issue where directly applying Mixup can 

deepen the initial bias. Using Mixup directly is sufficient if the data is 

sufficiently unbiased/fair.

Summary We identified an intuitive research gap: using Mixup for data augmentation can 

potentially deepen biases. This paper presents a straightforward solution called ProxiMix, 

which uses proximity samples as references when assigning mixed labels. There is much room 

for future discussion on how different settings can benefit this gap, such as defining more 

tailored proximity samples and analyzing the influence of generated and proximity sizes. 

- It has trade-off between prediction performance 

and fairness performance with different d. Though 

some d improve fairness (relative error between 

groups), their absolute prediction performance 

within groups decreases (fTPR, mTPR).

Labels of 𝑆₀, 𝑆₁, 

and all proximity 

samples are same.

Labels of 𝑆₀, 𝑆₁ are 

same, but labels of 

proximity samples 

are different

Labels of 𝑆₀, 𝑆₁ 

are different.

Proposed ProxiMix: consider both Mixup labels and proximity 

samples labels, balancing the two with a certain degree d.

Degree d: Balance 𝑌𝑆𝑖𝑚, 𝑌𝜆

• d = 0: Proximity labels only 

• d = 1: Mixup labels only

• d ∈ (0,1): Both proximity 

and Mixup labels

Proximity samples: samples 

that are within the calculated 

distance between two Mixup 

samples.

𝒀𝑺𝒊𝒎: Proximity-aware

𝒀𝝀: Labels of Mixup samples
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